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WHY BAYESIAN KNOWLEDGE TRACING? FUTURE WORK

Maintains an estimate of the probability that students have learned a
particular set of skills in Technologically Enhanced Learning Environments

Interactivity of Explainables = Understanding the Algorithm
Understanding the Algorithm = Trust, Fairness, Model Interrogation, Decision-making, ...

Used in the Open Learning Initiative, Open Analytics Research Service, etc.

within Learning Analytics systems DESIGN PRINCIPLES FROM THE LEARNING SCIENCES

Instructors rely on BKT to assist in making decisions in the classroom Learning by doing: Learning increases with interactive activities vs. watching videos

® Concepts to review ® Students to follow up with ® Exam question identification Backward Design: |dentify learning goals first, then assessments then learning activities

P(L1) = P(Lo) (1) A 2-node dynamic Bayesian network Cognitive Task Analysis: Systematically identify hierarchical skills & concepts to learn

P(Lp-1) * (1= P(S)) Zone of Proximal Development: ‘Goldilocks’ of learning challenging concepts
P(Lp-1) * (1= P(S)) + (1 = P(Lp-1)) * Pg))) P(L,): Probability student already knew the skill

P(Lp-1) * P(S) P(T): Probability student learned after learning opportunity

Pt PSS e bty suon s crs DOES UNDERSTANDING THE ALGORITHM MATTER, IF
P b8, ) = Pt l0bs,) + (1= PL_slobsi) + P(TY) (@ P(S): Probability student made a mistake on known skill THE USER CAN’T CHANGE THE SYSTEM‘)

If P(L,) >0.95 —> Skill is mastered

EXPLAINABLES SAMPLE SCREENSHOTS

Visual Cooking Narrative implemented in ren.py
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distinct skills. learned a skill is through answers to questions which test those
skills. These answers can be either entirely ‘correct’ or entirely

~ Explanat/on By Example -~ Local Explanation Answers
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DESIGN PROCESS

Brainstorm Paper Prototype Usability Testing Implement  Usability Testing
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Themes: Consider individual differences, Refine the level
of detail, Usability design principles

e “Am | supposed to be remembering all these [parameters]?
Because that ain’t gonna happen.”

They've arrived!
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° . . . ’ REFEREN CES Knowledge tracing: Modeling the acquisition of procedural knowledge tracing by Corbett, & Anderson (1995).
| was able to understand it more because it was more in depth' Individualized bayesian knowledge tracing models by Yudelson, Koedinger, & Gordon (2013).
OARS: exploring instructor analytics for online learning by Bassen, Howley, Fast, Mitchell, & Thille (2018). More accurate student modeling through contextual estimation of slip and guess probabilities in bayesian
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Yeah' now | think I'd believe that [BKT WOFkS]. The mythos of model interpretability by Lipton (2016). knowledge tracing by Baker, Corbett, & Aleven (2008).




